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ΜΕΓΑΛΑ ΜΟΝΤΕΛΑ 
ΓΛΩΣΣΑΣ

LARGE LANGUAGE 
MODELSΑποσπάσματα κάποιων διαφανειών είναι δανεισμένα από τα 

slides του Speech and Language Processing



Τι είναι τα Μεγάλα Μοντέλα Γλώσσας 
(Large Language Models – LLMs)

Υπολογιστικοί Πράκτορες που μπορούν να πραγματοποιήσουν επικοινωνιακή 
διάδραση με χρήση φυσικής γλώσσας

Τα κλασσικά Μοντέλα Γλώσσας Βασισμένα σε Ν-γραμμα
 Υπολογίζουν πιθανότητες μικρών ακολουθιών λέξεων
 Παράγουν κείμενο προβλέποντας την πιο πιθανή επόμενη λέξη σε μια ακολουθία
 Εκπαιδεύονται από τις εμφανίσεις Ν-γράμμων σε μεγάλα σώματα κειμένων

Τα Μεγάλα Μοντέλα Γλώσσας
 Υπολογίζουν πιθανότητες λέξεων δεδομένων χιλιάδων ή δεκάδων χιλιάδων λέξεων στα συμφραζόμενα
 Παράγουν κείμενο πραγματοποιώντας δειγματοληψία ανάμεσα στις πιθανές λέξεις που μπορεί να 

πάρουν την θέση της επόμενης σε μια ακολουθία
 Εκπαιδεύονται μαθαίνοντας να προβλέπουν την επόμενη λέξη

Το κείμενο περιέχει τεράστια ποσότητα γνώσης

Η Προ-εκπαίδευση σε τεράστιο όγκο κειμένου δίνει την ικανότητα στα ΜΜΓ να έχουν 
τέτοια απόδοση



Το Μεγάλο Μοντέλο Γλώσσας

Είναι ένα Νευρωνικό Δίκτυο με

Είσοδο: το περικείμενο (συμφραζόμενα) της λέξης που πάω να προβλέψω

Έξοδο: μια κατανομή πιθανοτήτων πάνω σε επόμενες πιθανές λέξεις



Ένα ΜΜΓ παράγει/συνθέτει κείμενο
Με δειγματοληψία από την κατανομή επαναληπτικά

Καθώς παράγεται μια 
λέξη, προστίθεται στα 
συμφραζόμενα
προκειμένου να παραχθεί 
η επόμενη

Left-to-right language 

model

Autoregressive/causal 

language model



Διαφορετικές Αρχιτεκτονικές LLMs
❑Decoders (GPT, Claude, Llama)
❑Μοντέλα παραγωγής – Generative models
❑Παίρνει σαν είσοδο μια ακολουθία από tokens, και 

επαναληπτικά παράγει ένα token στην έξοδο τη φορά
❑Εκπαιδεύεται να να προβλέπει λέξεις από τις 

συμφραζόμενες λέξεις που προηγούνται

❑Encoders (BERT)
❑Εκπαιδεύεται να προβλέπει λέξεις από τις συμφραζόμενες

λέξεις και που προηγούνται και που έπονται
❑Δεν παράγει κείμενο, παράγει μια διανυσματική 

αναπαράσταση της εισόδου. Με προσαρμογή (fine-tuning) 
αυτή η αναπαράσταση μπορεί να χρησιμοποιηθεί για 
ταξινόμηση κειμένου

❑Encoder-Decoders 
❑Εκπαιδεύονται να ταιριάζουν μια ακολουθία σε μια άλλη
❑Μηχανική Μετάφραση (ταιριάζουν μια γλώσσα σε μια 

άλλη)
❑Αναγνώριση Ομιλίας (ταιριάζουν την ακουστική σε λέξεις)



Υπο συνθήκη Παραγωγή – Conditional Generation
Παραγωγή κειμένου δεδομένου προηγούμενου κειμένου

6

Στο ΜΜΓ δίνεται είσοδος ένα κείμενο, ονομάζεται prompt.

Το ΜΜΓ παράγει λέξη-λέξη καινούριο κείμενο δεδομένου του prompt 

και των λέξεων που έχει παράξει μέχρι στιγμής.

1. Υπολογίζεται τι πιθανότητα έχει μια λέξη να ακολουθήσει βάσει των 
προηγούμενων λέξεων P(wi|w<i)

2. Πραγματοποιείται δειγματοληψία από αυτή την κατανομή 
προκειμένου να επιλεγεί η επόμενη λέξη



Παράδειγμα: Τα ΜΜΓ στην Ανάλυση 
Συναισθήματος

Έστω ότι θέλω να βρω το συναίσθημα της φράσης «I like Jackie Chan».

Δίνω στο ΜΜΓ το εξής κείμενο (prompt):
The sentiment of the sentence "I like Jackie Chan" is:  

Και βλέπουμε ποια λέξη επιλέγει το ΜΜΓ να ακολουθήσει.
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Figure10.1 Left-to-right (also called autoregressive) text completion with transformer-based large language

models. Aseach token isgenerated, it getsadded onto thecontext asaprefix for generating thenext token.

word “negative” to see which ishigher:

P(positive|The sentiment of the sentence ‘‘I like Jackie Chan" is:)

P(negative|The sentiment of the sentence ‘‘I like Jackie Chan" is:)

If the word “positive” is more probable, we say the sentiment of the sentence is

positive, otherwise wesay the sentiment is negative.

We can also cast more complex tasks as word prediction. Consider question

answering, in which the system is given a question (for example a question with

a simple factual answer) and must give a textual answer; we introduce this task in

detail in Chapter 15. Wecan cast the task of question answering asword prediction

by giving alanguagemodel aquestion and atoken likeA:suggesting that an answer

should come next:

Q: Who wrote the book ‘‘The Origin of Species"? A:

If we ask a language model to compute the probability distribution over possible

next wordsgiven this prefix:

P(w|Q: Who wrote the book ‘‘The Origin of Species"? A:)

and look at which words w have high probabilities, we might expect to see that

Charles is very likely, and then if wechooseCharlesand continue and ask

P(w|Q: Who wrote the book ‘‘The Origin of Species"? A: Charles)

wemight now see that Darwin is themost probable token, and select it.

Conditional generation can even beused to accomplish tasks that must generate

longer responses. Consider the task of text summarization, which is to takea longtext
summarization

text, such asafull-length article, and producean effectiveshorter summary of it. We

can cast summarization as language modeling by giving a large language model a

text, and follow the text by atoken liketl;dr; this token isshort for something like

Ποια από τις δυο λέξεις 
έχει μεγαλύτερη 
πιθανότητα να ακολουθεί;



Παράδειγμα: Question-Answering
QA: “Who wrote The Origin of Species”

1. Δίνω στο μοντέλο την είσοδο:

2. Υπολογίζεται η πιθανότητα εμφάνισης της επόμενης λέξης w:

Έχει μεγαλύτερη πιθανότητα ηαπάντηση

Charles
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Figure10.15 Autoregressive text completion with transformer-based large languagemodels.

word “negative” to seewhich ishigher:

P(positive|Thesentiment of thesentence “ I likeJackieChan” is:)

P(negative|Thesentiment of thesentence “ I likeJackieChan” is:)

If the word “positive” is more probable, we say the sentiment of the sentence is

positive, otherwise wesay thesentiment isnegative.

We can also cast more complex tasks as word prediction. Consider the task

of answering simple questions, a task we return to in Chapter 14. In this task the

system isgiven somequestion and must givea textual answer. Wecan cast the task

of question answering aswordprediction by giving alanguagemodel aquestion and

atoken likeA: suggesting that an answer should comenext:

Q: Who wrote the book ‘‘The Origin of Species"? A:

If weask a language model to compute

P(w|Q: Whowrote thebook “ TheOrigin of Species” ? A:)

and look at which words w have high probabilities, we might expect to see that

Charles isvery likely, and then if wechooseCharlesand continue and ask

P(w|Q: Whowrote thebook “ TheOrigin of Species” ? A: Charles)

wemight now see that Darwin is themost probable word, and select it.

Conditional generation can even beused to accomplish tasks that must generate

longer responses. Consider the task of text summarization, which is to takea longtext
summarization

text, such as a full-length article, and produce an effective shorter summary of it.

Wecan cast summarization as language modeling by giving a large language model

a text, and follow the text by a token liketl;dr; this token is short for something

like ‘ too long; don’ t read’ and in recent yearspeopleoften usethis token, especially

in informal work emails, when they are going to give a short summary. We can

then do conditional generation: give the language model this prefix, and then ask
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Figure10.1 Left-to-right (also called autoregressive) text completion with transformer-based large language

models. Aseach token isgenerated, it getsadded onto thecontext asaprefix for generating thenext token.

word “negative” to seewhich ishigher:

P(positive|The sentiment of the sentence ‘‘I like Jackie Chan" is:)

P(negative|The sentiment of the sentence ‘‘I like Jackie Chan" is:)

If the word “positive” is more probable, we say the sentiment of the sentence is

positive, otherwise wesay thesentiment isnegative.

We can also cast more complex tasks as word prediction. Consider question

answering, in which the system is given a question (for example a question with

a simple factual answer) and must give a textual answer; we introduce this task in

detail in Chapter 15. Wecan cast the task of question answering asword prediction

by giving alanguagemodel aquestion and atoken likeA:suggesting that an answer

should comenext:

Q: Who wrote the book ‘‘The Origin of Species"? A:

If we ask a language model to compute the probability distribution over possible

next wordsgiven this prefix:

P(w|Q: Who wrote the book ‘‘The Origin of Species"? A:)

and look at which words w have high probabilities, we might expect to see that

Charles isvery likely, and then if wechooseCharlesand continue and ask

P(w|Q: Who wrote the book ‘‘The Origin of Species"? A: Charles)

wemight now seethat Darwin is themost probable token, and select it.

Conditional generation can even beused to accomplish tasks that must generate

longer responses. Consider the task of text summarization, which is to takea longtext
summarization

text, such asafull-length article, and producean effectiveshorter summary of it. We

can cast summarization as language modeling by giving a large language model a

text, and follow thetext by atoken liketl;dr; this token isshort for something like

Και επαναληπτικά:

Έχει μεγαλύτερη πιθανότητα πχ η απάντηση Darwin.
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word “negative” to seewhich ishigher:

P(positive|The sentiment of the sentence ‘‘I like Jackie Chan" is:)

P(negative|The sentiment of the sentence ‘‘I like Jackie Chan" is:)

If the word “positive” is more probable, we say the sentiment of the sentence is

positive, otherwise wesay thesentiment isnegative.

We can also cast more complex tasks as word prediction. Consider question

answering, in which the system is given a question (for example a question with

a simple factual answer) and must give a textual answer; we introduce this task in

detail in Chapter 15. Wecan cast the task of question answering asword prediction

by giving alanguagemodel aquestion and atoken likeA:suggesting that an answer

should comenext:

Q: Who wrote the book ‘‘The Origin of Species"? A:

If we ask a language model to compute the probability distribution over possible

next wordsgiven thisprefix:

P(w|Q: Who wrote the book ‘‘The Origin of Species"? A:)

and look at which words w have high probabilities, we might expect to see that

Charles isvery likely, and then if wechooseCharlesand continue and ask

P(w|Q: Who wrote the book ‘‘The Origin of Species"? A: Charles)

wemight now see that Darwin is themost probable token, and select it.

Conditional generation can even beused to accomplish tasks that must generate

longer responses. Consider the task of text summarization, which is to takea longtext
summarization

text, such asafull-length article, andproduceaneffectiveshorter summary of it. We

can cast summarization as language modeling by giving a large language model a

text, and follow thetext by atoken liketl;dr; thistoken isshort for something like



Prompting

Είναι κείμενο που δίνει ο χρήστης στο ΜΜΓ για να αναγκάσει το μοντέλο να κάνει 
κάτι χρήσιμο.
Το ΜΜΓ επαναληπτικά παράγει λέξεις δεδομένου του prompt.

Prompts που εκφράζουν ρητά τον τρόπο με τον οποίο θέλει ο χρήστης να απαντηθεί 
το ερώτημά του, δίνοντας ενδεχομένως το σετ των πιθανών απαντήσεων, οδηγούν 
σε πολύ βελτιωμένη απόδοση.

Ένα prompt που 
αποτελείται από δομή,  
από σετ απαντήσεων, 
καθώς και μια ατελή 
πρόταση



Zero-shot και few-shot Prompting

Η χρήση παραδειγμάτων 
με απαντήσεις (labeled 

examples) στο prompt 

επίσης βελτιώνει πολύ την 
απόδοση. 
Η χρήση επισημειωμένων
παραδειγμάτων 
ονομάζεται few-shot 

prompting σε αντίθεση με 
το zero-shot prompting που 
δεν περιλαμβάνει 
επισημειωμένα
παραδείγματα.



Prompting
Δεν χρειάζεται τα 
παραδείγματα να είναι πάρα 
πολλά.
Τα παραδείγματα αυτά δεν 
είναι εκπαίδευση, δεν 
προσπαθώ να εκπαιδεύσω με 
αυτά να απαντά πιο σωστά το 
ΜΜΓ.
Τα πάρα πολλά παραδείγματα 
προκαλούν υπερπροσαρμογή
του μοντέλου σε αυτά.

Η χρήση τους είναι για να παρουσιάσουν την εργασία που θέλει ο χρήστης και το φορματ
της εξόδου. 
Ακόμα και παραδείγματα με λανθασμένη επισημείωση μπορεί να οδηγήσουν  σε 
βελτιωμένη απόδοση



Prompting

Το prompting δεν μεταβάλει τις παραμέτρους του ΜΜΓ (τα βάρη του δικτύου). 
Αλλάζουν μόνο τα συμφραζόμενα.
Αυτό λέγεται in-context learning.



System Prompt

 Prompt που διαθέτουν συστημικά τα ΜΜΓ, και μπαίνει σαν σιωπηλό

πρόθεμα (σαν πρώτη αφανή οδηγία) πριν από κάθε κείμενο χρήστη. 

 Καθορίζει τον ρόλο, τον τόνο του ΜΜΓ

 Πχ για το CLAUDE το system prompt είναι 1700 λέξεις και ενδεικτικά

περιλαμβάνει προτάσεις όπως
Claude should give concise responses to very simple questions,
but provide thorough responses to complex and open-ended
questions.
Claude is able to explain difficult concepts or ideas clearly.
It can also illustrate its explanations with examples, thought
experiments, or metaphors.
Claude does not provide information that could be used to
make chemical or biological or nuclear weapons
For more casual, emotional, empathetic, or advice-driven
conversations, Claude keeps its tone natural, warm, and
empathetic
Claude cares about people's well-being and avoids encouraging
or facilitating self-destructive behavior
If Claude provides bullet points in its response, it should
use markdown, and each bullet point should be at least 1-2
sentences long unless the human requests otherwise



Δειγματοληψία

 Το δίκτυο παράγει στην έξοδο έναν πραγματικό αριθμό (logit) για κάθε λέξη του
λεξικού

 Με τη συνάρτηση softmax οι αριθμοί αυτοί μετατρέπονται/κανονικοποιούνται σε
πιθανότητες

 Έτσι έχω στην έξοδο έναν πίνακα πιθανοτήτων 1xV, που δίνει σε κάθε λέξη του 
λεξικού πιθανότητα να είναι η επόμενη λέξη στο κείμενό μου.

 y=softmax(u)

 Decoding: H διαδικασία επιλογής 
της επόμενης λέξης από την 
κατανομή



Greedy Decoding

 Αν κάθε φορά επιλέγω τη λέξη με την μεγαλύτερη πιθανότητα

 Δεν το χρησιμοποιώ, γιατί το αποτέλεσμα θα ήταν πολύ

 προβλέψιμο

 επαναλαμβανόμενο

 σχεδόν ντετερμινιστικό

 Προτιμούμε κείμενο που είναι πιο πολυποίκιλο

 Για αυτό εφαρμόζεται τυχαία δειγματοληψία ανάλογα με την πιθανότητα του
κάθε token

 Έχω μεγαλύτερη πιθανότητα να επιλέξω λέξεις που έχουν μεγαλύτερη
πιθανότητα εμφάνισης σε αυτά τα συμφραζόμενα, και

 Μικρότερη πιθανότητα να επιλέξω λέξεις με μικρότερη πιθανότητα εμφάνισης



Τυχαία Δειγματοληψία

Ούτε αυτό δουλεύει πολύ καλά γιατί συχνά επιλέγονται λέξεις μικρής 
πιθανότητας, παράγοντας πολύ περίεργο κείμενο.



Ποιότητα vs. Ποικιλομορφία

Αν δώσω έμφαση σε λέξεις με μεγάλη πιθανότητα
• έχω ποιότητα, σωστό κείμενο, με συνοχή
• Είναι όμως βαρετό και επαναλαμβανόμενο

Αν δώσω έμφαση σε λέξεις με μεσαία πιθανότητα
- Έχω περισσότερη ποικιλομορφία, δημιρουγικότητα
- Έχω πιο περίεργο κείμενο, που δεν παρουσιάζει πολλές φορές

συνοχή, δε βγάζει νόημα



Η Λύση: Temperature Sampling

Πειράζω την κατανομή πιθανοτήτων ώστε
❑ οι λέξεις με μεγάλες πιθανότητες να αυξήσουν ακόμα περισσότερο την πιθανότητά 

τους 
❑ Οι λέξεις με μικρές πιθανότητες να μειώσουν περισσότερο την πιθανότητά τους
❑ Διαιρώ κάθε logit ε μια παράμετρο θερμοκρασίας (temperature parameter) τ
❑ Το τ ανήκει (0,1].
❑ Αν τ είναι κοντά στο 1, η κατανομή δεν αλλάζει πολύ.
❑ Όσο πιο μικρό το τ, τόσο πιο μεγάλα τα νούμερα που περνάνε στη softmax.
❑ Tα μεγάλα ορίσματα η softmax τα στριμώχνει στο 1. 
❑ Τα μικρά τα στριμώχνει

στο 0.
❑ Όσο πιο κοντά στο 0 είναι το τ, η 

πιθανότητα επιλογής της πιο πιθανής
λέξης πλησιάζει το 1.



Η Λύση: Temperature Sampling



Eκπαίδευση ενός ΜΜΓ

1. Προ-εκπαίδευση (Pre-training)

Το μοντέλο εκπαιδεύεται να προβλέπει επόμενη λέξη σε τεράστια σώματα κειμένου.
Χρησιμοποιεί το cross-entropy loss, το οποίο οπισθοδιαδίδεται δια μήκους όλου του
δικτύου.
Τα δεδομένα εκπαίδευσης συνήθως είναι καθαρισμένα κομμάτια του κειμένου στο 
διαδίκτυο.
2. Προσαρμογή (fine-tuning)

Εκπαίδευση σε ένα εξειδικευμένο σώμα κειμένων, με οδηγίες και απαντήσεις.
3. Ευθυγράμμιση (Αlignment)

Το μοντέλο εκπαιδεύεται σε ένα συμφραστικό περιβάλλον που συνοδεύεται από μια 
από δυο πιθανές καταστάσεις (continuations): Δεκτό ή Μη Αποδεκτό. Με re-inforcement 

learning εκπαιδεύεται να παράγει την αποδεκτή continuation και όχι την μη αποδεκτή. 



Προ-εκπαίδευση ενός ΜΜΓ

Αυτό-επίβλεψη (Self-supervised learning) : η επόμενη λέξη στο κείμενο είναι η 
ετικέτα!

1. Πάρε ένα σώμα κειμένου
2. Σε κάθε βήμα 

1. Το μοντέλο προβλέπει την επόμενη λέξη
2. Το μοντέλο εκπαιδεύεται με χρήση της τεχνικής gradient descent για την 

ελαχιστοποίηση του σφάλματος που γίνεται .

Τα σώματα κειμένων που χρησιμοποιούνται (web) έχουν θέματα
• copyright
• συναίνεσης των δημιουργών του περιεχομένου
• Πόλωσης
• ιδιωτικότητας



Προσαρμογή (Fine-Tuning) ενός ΜΜΓ

Μπορεί να χρειάζεται προσαρμογή το μοντέλο σε μια συγκεκριμένη θεματική (πχ 
ιατρικά κείμενα).

Συνεχίζω την εκπαίδευση του μοντέλου σε δεδομένα αυτής της θεματικής.
Προσαρμόζονται οι παράμετροι στα δεδομένα αυτά.

Fine-

tuning 

Data
Pretraining Data

Pretraining

… … …

Fine-tuning

… … …

Pretrained LM Fine-tuned LM



Αξιολόγηση ενός ΜΜΓ

1. Perplexity – για το κατά πόσο προβλέπει σωστά μια επόμενη λέξη
2. Reasoning  και η γνώση του κόσμου
3. Μηχανική Μετάφραση
4. Κλπ κλπ



Hallucinations - Θέματα Ηθικής και Ασφάλειας

• Τα ΜΜΓ συχνά λένε πράγματα που είναι ψέματα.
• Ο αλγόριθμος εκπαίδευσης φροντίζει ώστε αυτά που παράγονται να είναι

γλωσσολογικά σωστά, αλλά όχι να είναι αληθή.
• Λεκτικές επιθέσεις στον χρήστη.
• Στερεοτυπική συμπεριφορά του μοντέλου
• Ιδιωτικότητα – πραγματοποιούνται πολύ προσωπικές συζητήσεις
• Τα μεγάλα μοντέλα μπορεί να διαρρεύσουν ιδιωτική πληροφορία
• Συναισθηματική εξάρτηση του χρήστη
• Μπορεί να δημιουργήσουν κακόβουλο κείμενο για προπαγάνδα, ψευδείς ειδήσεις, 

απάτη, τρομοκρατία

• Για αυτό πρέπει να μπορούν να δίνουν πλήρη πληροφορία των κειμένων που 
χρησιμοποιήθηκαν για την εκπαίδευσή τους
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