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| LARGE LANGUAGE
rowwv Stadavewwv eivat Savelopéva amno ta MODELS

slides Tou Speech and Language Processing



Tt etvatl ta Meyala Movtela Nwooac
(Large Language Models — LLMs)

YTtoAOyLOTIKOL MPAKTOPEG TTOU UTTOPOUV VO TIPOLY LALTOTIOLF|COUV ETILKOWVWVLOKA
dladpacon e xpnon GuoLkng YAWooOG

Ta kAaoolka Movteda Nwooac Baolopeva oe N-ypappa
YrtoAoyilouv mBavotnTeC HIKpWV AKoOAoUBLWV AEEswv
MNoapadyouv Kelpevo nipoPAEmovTaC TNV TtLo mBavr) enopevn Ae€n os pa akoAouBia
Ekrtawbevovtatl amno ti¢ epdaviostc N-ypapwyY 0€ PEYAAQ CWHOTO KELUEVWV

Ta MeyaAa Movtela Nwaooog
YrtoAoyilouv miBavotnteg Ac€ewv dedopevwy XIAAdwV 1 Sekadwv XIALadwv AE€swv ota oupudpalopeva

MapayouV KELPEVO TIPAYLATOTIOLWVTOG 58LX|J.OLT(I))\I‘]L|J'LO( QVAUEOQ OTLC TILOAVEC AEEELC TTOU MTTOPEL VO
TIAPOUV TNV BECN TNC EMOMEVNC O HLOL aKoAouBia

Exkmatdevovtal pabaivovtag va ipoPAETOUV TNV eMOPEVN AEEN

TO KELWUEVO TIEPLEXEL TEPAOTLO TTOCOTNTA YVWONG

H Mpo-eknaidsuon og TePAOTIO OYKO KELEVOU Sivel TNV kavotnta ota MM va €xouv
teTola anodoon




To Meyalo Movtelo Nwoooc

Eivat eva Neupwviko AlKTtuo Ue
Eicodo: to mepikeiuevo (ouuppaloueva) tnc Aeénc mou nmaw vo npoBAeYw

Eéodo: ula katavoun mdavotntwy navw o€ EMOUEVEC TTIUAVEC AEEELC

Transformer (or other decoder)

input
ontext 50 1long and thanks for




Eva MMT ntapayel/cuvOETEL KELULEVO

Me detypatoAnyio oo TNV KOTOLVO N EMTAVAANTTTIKA
p(w|context)

all | .44
33 KaBw¢ mapayetal po

15 AEEn, mpootiBetal ota
Transformer (or other decoder) .08 ocupudppalopeva

T TIPOKELULEVOU VO TtapaxOet
So long and thanks for « I’]ET[C')HEVI’]

Left-to-right language

model

Autoregressive /causal

language model

So long and thanks for




ALPOPETIKEC APXLTEKTOVLKEC LLMs
(Decoders (GPT, Claude, Liama)

dMovtéla napaywyn¢ — Generative models

dMNaipvel oav eicodo pia akolouBia amod tokens, Kot
ETIOVAANTITLKA TTOPAYEL EVa token otV 85060 ™ popa

JExkmawdevetal va va ipoPAEmeL AEEELG a0 TLG
oL UPpalOUEVEC AEEELC TTIOU TTpONyoULVTaL

(JEncoders (BERT)

JEkmaibevetal va ipoPAEneL AEEeLG armo TG cUUDPATOUEVEG

AEEELC KalL TToU T[pOI’WOUVTOLL KOlL TTOU £movTall

JAev mapayel Kelpevo, MOPAYEL pLot SLOVUCHOTIKA
avanapaotacn tng e.oodou. Me npooappoyn (fine-tuning)
QUTH N AVOTIOPACTOON UTOPEL VO XpnoLuomnoLnBet yio
TaéLVOLNON KELUEVOU

(JEncoder-Decoders
JEkmadevovtal va tatplalouv piot akoAouBia o pa aAAN

EII;\/I}\n)SaVLKr] Metadpaon (torplalouvv po Y\wooa o€ pLa
AAAN

JAvayvwplon OutAioc (tatpldlouv TNV AKOUOTLKH O€ AEEELC)




Yo cuvOnkn Mapoaywyn — Conditional Generation

MNapoywyn KeELLeEvou SeSoUEVOU TTPONYOUEVOU KELUEVOU

2>to MMT bilvetol eloodocg eva kKelpevo, ovopaletol prompt.

To MM ntapayet Ae€n-Ae€n kalvouplo KELLEVO OEOOUEVOU TOU prompt
KoL TwV AEEEWV TIOU EXEL TTAPAEEL LEXPL OTIYUAC.

1. YrioAoyiletou Tt miBavotnta £xel pia Ae€n va akoAouBnoel Baoel Twv
MPoNyoupeVWVY Aeéewv P(w. | w_.)

2. Npaypatormnoteitat deypatoAnio oo autn TNV KOTAVOUN
TIPOKELMEVOU VAL ETILAEYEL N eMOpEVN AEEN




Napadeypa: Ta MMI otnv AvaAuon
Juvalonuotoc

Eotw OTL BEAW va Bpw Tto cuvailoBnua tng dpaonc «I like Jackie Chan».

Alvw oto MM to €€n¢ Kelpevo (prompt):
The sentiment of the sentence "I 1like Jackie Chan" is:

Kat BAEmou e ota Ae€n emheyel to MMI va akoAouBnoeL.

prob
Mowa aro tig Suo AEEeL e

o va ot e e )
’ ’ Transformer (or other decoder)
nlavotnta vo. aKoAouvOEL;

The sentiment of the sentence “I like Jackie Chan” is:




Mapadetypo: Question-Answering

prob

Charles

Transformer (or other decoder)

Q: Who wrote the book "The Origin of Species’ A:




|Promp’ring

Elval keipevo mou Sivel o xprnotng oto MM yia val ovayKaoEL TO LOVTEAO VAL KAVEL
KQTL XPNOLUO.
To MMT emavaAnmrtika moapayet Ae€elc SedopEVOU Tou prompt.
Prompts 1tou ekppalouv pnta ToV TPOTIO LLE TOV OTtoLo BEAEL 0 XpnoTNnG va armavtnOel
TO EPWTNMA TOU, Hlvovtoc EVOEXOUEVWCE TO OET TwV MLBavwWV amavinoswyv, odnyouv
o€ 1oV BeAtiwpevn amodoon.

‘Eva prompt TIOU Human: Do you think that “inpuat™ has negative or positive sentiment?

Nl £ 5 | Choices:

anc?te eltou an’o YU (b Positive
QIO OET ATIAVINCEWY, [Eisiheim i
KaBwe Kol pa ateAn

npotaon Assistant: 1 believe the best angwer is: (




Lero-shot koL few-shot Prompting

. . Example of demonstrations in a computer science question from the MMLU
H Xpnon TIOLPOKSSLVIJOLT(UV dataset described in Section

HE AIavVInoEeLG (Iabeled The following are multiple choice questions about high school computer
examples) 0TO prompt science.

ETLONG BEATIWVEL TTOAU TNV Letx = 1. What is x << 3 in Python 3?
amodoon. (A) 1 (B)3(C)8(D) 16

H xprion emonpUeElwUEVWVY Answer: €
ap ade Ly udtwv Which is the largest asymptotically?
{ 2
ovopadletal few-shot ;AJ O(I‘J (B) O(n) (C) O(n?) (D) O(log(n))
nswer; C

prompting o€ avtiBeon ue
. . What 1s the output of the statement “a” + “ab™ in Python 3?
TO zero-shot prompting ou (A) Error (B) aab (C) ab (D) a ab

dev meplhapBavel Answer:

'

EMIONUELWHEVA Sample 2-shot prompt from MMLU testing high-school computer science. (The
T[apa6 £ iv ua'[a . correct answer is (B)).



Example of demonstrations in a computer science question from the MMLU

Prompting

JAYS xpstdlstat TQ The following are multiple choice questions about high school computer
science.

dataset described in Section

padelypata va eivat apa

TLIOAAQL. Let x = I. What is x << 3 in Python 3?
(A)1(B)3(C)8(D) 16

Ta mopadelypata avta dev Answer: C

elval ekntaiidbevon, 6ev
Which 1s the largest asymptotically?

TPOOTLAOW VAL EKTIAULBEUOW UE (A) O(1) (B) O(n) (C) O(n?) (D) Olog(n))
aUTA va artavta mo ocwotTa to Answer: C

MM r,' . . What 1s the output of the statement “a” + “ab™ in Python 3?
Ta mapa moAAa napadelypota (A) Error (B) aab (C) ab (D) a ab

TPOKAAOUV UTIEPTIPOGOP OV s J
TOU HOVTE')\O U OS QUTOL Sample 2-shot prompt from MMLU testing high-school computer science. (The

correct answer is (B)).

H xprion touc lval yLa va tapoucLOcouUV TNV EPyaoLa Ttou BEAEL O XpNOTNC KAl TO
¢ e€odou.

AKouoL KOLL napadelypata pe Aavbaopevn emonpuelwon Unopet va odbnynoouv o€



Prompting

To prompting ev LETAPAAEL T mapapérpouc Tou MM (ta Bdpn Tou Siktvou).
AAN\Alouv Lovo ta cupudpalopeva.
AUTO Agyetal in-context learning.




System Prompt

Prompt mwov owa0étovy cuotnuikd to MMI', ko uraivel Gov GlomTnAo
tpofepa (cov TPpOTN aPav oonyia) Tpv anmd KAOE KEUEVO ¥PNOTN.
KaBopilel tov poAo, Tov TOvo Tov MMI

[Ty yio to CLAUDE 7o system prompt ivor 1700 AEEEIC KOl EVOEIKTIKA
TEPILAUPAVEL TPOTAGELS OTTMC

Claude should give concise responses to very simple questions,
but provide thorough responses to complex and open-ended
questions.

Claude is able to explain difficult concepts or ideas clearly.

It can also illustrate its explanations with examples, thought
experiments, or metaphors.

Claude does not provide information that could be used to
make chemical or biological or nuclear weapons

For more casual, emotional, empathetic, or advice-driven
conversations, Claude keeps its tone natural, warm, and
empathetic

Claude cares about people's well-being and avoids encouraging
or facilitating self-destructive behavior

If Claude provides bullet points in its response, it should

use markdown, and each bullet point should be at least 1-2
sentences long unless the human requests otherwise




| Agtypotornyio

To Siktuo mapayel otnv €€060 €vav TPAyHATLKO aplOuo (logit) yia kabe Aé€n Tou
Aeékou

Me tn ouvaptnon softimax oL aplOpol autol PETATPEMOVTAL/KAVOVLKOTIOLOUVTOL OF
TOavoTNTEC

Etol exw otnv £€€060 €vav mivaka rtiibavotntwy 1xV, mou divel og kAaBe Ag€n tou
Ae€lkoU rBavotnta va eival N emopevn A&€n oTo KELUEVO LLOU.

y=softmax(u) ’ y

Decoding: H dtadikaoia emloyng logits—|softmax —probabilities
TNC EMOMEVNC AEENC Ao TV

KOTOLVOLN

and thanks for




Greedy Decoding

Av kKaBe popa emAEYW TN AEEN LLE TNV pEyaAUTEPN TBavoTnTA
A€V TO XpPNOLUOTTOLW, YLOTL TO aTTOTEAECHA Ba NTav TOAU
mpoPAEPLHO
TTOVOAQPOAVOLEVO
OXEOOV VIETEPLLVIOTLKO
[MPOTLHOU UE KELMEVO TTOU Elvall TTLO TTOAUTTOLKLAO

Mo auto epappoletal tuyoia deypotoAnyio avaloya pe TNV TOOvVOTNTA TOU
KOOe token

Exw peyoAvtepn mBavotnta va emMAEEW AEEELC TTOU €XOUV MEYOAUTEPN
mBavotnta epdaviong o avta Ta cupudpalopeva, Kol

Muwkpotepn mBavotTnTa var ETTAEEW AEEELC LLE KpOTEPN TTBavOTNTA EUPAVIONC




Toyolo Asvtypotoinyio

y

> probabilities—> S2MPle

a word

A4
33

15
Transformer (or other decoder) : .08

.

and thanks for

OUTe auto 6oUAeVEL TTOAU KOAQ yLaTi ouxva erAEYOVTOL AEEELC ULKPNG
rnBovotntac, mapayovtac oAU TIEPLEPYO KELUEVO.




IHowtnta vs. Ilowiiopopeio

Av dwow epdoaon oe AE€elc pe peyain mbavotnta
* £YW TIOLOTNTA, OWOTO KEIMEVO, LE CUVOXN
* Elvo opwc Bapeto kat emavalapfovouevo

Av dwow endoaon o€ Ae€elc pe peocaia TiBavotnta

- Exw meploootepn molkiAopopdia, SnULpOUYLKOTNTA

- Exw 110 TrEpiEPYO KELMEVO, TTOU SeV TTapoucLalel TTOANEC POPEC
ouvoyn, 6€ Byadlel vonua




H Avon: Temperature Sampling

elpalw TNV KATOWVOUN TILOOVOTNTWY WOTE
ol A&€eLC pe peyalec mBavOoTNTEC VoL AUENOOUV OKOUA TTEPLOCOTEPO TNV LBavotnta
TOUG
J Ou Ag€elc pe pKpEC TIBAVOTNTEC VO LELWOOUV TIEPLOCOTEPO TNV TOOVOTNTA TOUC
 Aopw kaBe logit € pla mapapetpo Bepuokpaoiac (temperature parameter) t
 To t avnket (0,1].
 Av T elval kovta oto 1, n katavour dev aAAAleL TTOAU.
(J Oco Lo LLkpO To T, TOOO Lo PEYAAQ TOL VOUUEPQ TIOU TIEPVAVE 0T softmax.
d Ta peyaAa oplopata n softmax to otpluwyveL oto 1.

’ ' y u softmax y
d Ta MLKPOA TA OTPLUWYXVEL gi probabilities Ioitnprobabilities
oto 0. =) temperature

(1 Oco mo kovta oto 0 eival to T, N
nBavotnta emAOyn¢ TG Lo mbavng
AE€nc mAnowaleL to 1.




H Avon: Temperature Sampling

u y u softmax y
llogits—>softmax —probabilities logits—  with  —probabilities
p 0] p temperature exp(a/7)
b Zb where b Zb - where
c e}%() Z=eg() c # 2= explaf7) softmax output with temperature
d exp(c) +exp(b) d exp(c/7) +exp(b/7)
z Fexp(c) z +exp(e/) S o &
M exp(d) +exp(d) M exp(d/7) +exp(d/7) F %‘Q &G
Z h 7 ; ¢ & s
KO {6& C’E}D
M J‘-""v-'v C}DCP o O
(a) (b) logits 7=0.1 7=0.5 =1 =10 =100
all 1.2 95 .59 44 27
the |1 0.9 .05 32 33 26
your | 0.1 0 .07 A5 24
that [-0.5 0 .02 .08 23
— _J — § _J
low temperature high temperature
sampling sampling
(towards greedy) (towards uniform)



Exnatogvon evog MMI

1. Npo-eknaidevon (Pre-training)

To povtelo ekmatdevetal vo TPOPBAETEL ETTOUEVN AEEN OE TEPACTLOL CWHLOTOL KELLEVOU.
XPNOLUOTIOLEL TO cross-entropy loss, To omoio onioBodladidetal dta pKkoug 0Aou Tou
Siktuou.

Ta debopeva eknaidbevonc ouvnOwCe eivoll KABAPLOUEVO KOUMATLOL TOU KELLEVOU OTO
Sdtadiktuo.

2. Npooappoyn (fine-tuning)

Eknaiibevon o€ eva eEELOIKEVUEVO OCWA KELLEVWY, LLE 0ONYLEC KOl OTTAVTNOELC.

3. EuBuypappion (Alignment)

To povteAo ekmaldevetal o€ Eva cUUPPAOTLKO TIEPLBAAANOV TTOU cUVOSEUETOL ATTO HLaL
aro duo mBaveg KATaoTACELS (continuations): Aekto N Mn Atodekto. Me re-inforcement
learning exmatdeveTal va apayeL TNV aroOeKTN continuation Kol OXL TNV UN amodekTn.




IIpo-ekmaiogvon evoc MMI

Avuto-enifAen (Self-supervised learning) : n emopevn Aé€n oto Kelevo eivat n
ETIKETA!

Mape Eva owpa KELUEVOU

2e KAOe BRua

1. To povtelo mPoPBAETEL TNV EMOUEVN AEEN

2. To povtelo ekmaldevetal e Xpnon TNS TeEXVLKNG gradient descent yia tnv
ge\aylotomoinon Tou oPAAMATOC TTOU YIVETOL .

To cwpOTA KELWEVWVY TIOU Xpnotpomnolovuvtal (web) €xouv BEpata
copyright
ouvaiveonc tTwv SNULOUPYWV TOU TIEPLEXOUEVOU
MoAwong
LOLWTLKOTNTOG




IIpocappoyn (Fine-Tuning) evoc MMI

Mrmopel va xpeLaleTal mPooapLoyn TO LOVTIEAO OE ULOL CUYKEKPLUEVN Bepatikn (mx
LOTPLKA KE(pEVA).

Yuvexilw TNV ekmaidbevon Ttou povteAou o SedopEva aUTNC TNC OEUATLKNACG.
Mpocappolovtal oL TapapeTpoL ota dedopeva auTa.

Fine-
Pretraining Data tuning
Pretrained LM Data Fine-tuned LM




Acworhoynon evog MMI

Perplexity — yia to Kotd moco nPoBAENEL cwoTA Lo ETTOMEVN AEEN
Reasoning kol N yvwon Tou KOCLLOU
Mnyavikn Metadpaon

MMLU mathematics prompt
KATT KATT

The following are multiple choice questions about high school mathematics.
How many numbers are in the list 25, 26, ..., 1007

(A)75(B) 76 (C)22(D) 23

Answer: B

Compute i+ % + i3 + -+« + 28 4259,

(A)-1(B) 1(C)i1(D)-i

Answer: A

If 4 daps = 7 yaps, and 5 yaps = 3 baps, how many dah:»s equal 42 baps?

(A)28(B) 21 (C)40 (D) 30
Answer:

10T ALY  Sample 2-shot prompt from MMLU testing high-school mathematics. (The
correct answer is (C)).




LHallucinations - O¢pato HOWKNC ko Ac@aierog

o MMTI cuyva AEve mpaypaTa Tou eivol Pepata.
O aAyoplBpoc ekmaidevonc ppovtilel WOTE AUTA TTOU TTAPAYOVTaL Va £ival
VAWOOOAOYLKO cwoTAd, aAAAd OxL va elvat aAnon.
\EKTIKEC ETULBECELC OTOV XPNOTN.
2TEPEOTUTILKA CUUTTEPLPOPA TOU LOVTEAOU
|OLWTLKOTNTA — TIPAYUOTOTIOLOUVTOL TIOAU TTPOCWTILKEC cLINTNOELC
Ta peyaAa povteAa pmopei va dtappeloouv WOLWTIKA MAnpodopia
2uvVolLoONUATLIKA £€APTNON TOL XPNOTN
Mrmopei va dnuioupynoouv kakofoulo keipevo yla tportayavda, Peuvdeic el6NOELC,
QTtATn, TPOHOKpATLOL

[l aUTO TIPETEL VAL UtopoUV va Sivouv Anpn MAnpodopila TwV KELUEVWY TTOU
XpnoLomolndnkav yla tnv eKmatdevor Toug
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