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Μulti-label Learning

• To πρόβλημα διέπεται από περισσότερες 
της μίας μεταβλητές-στόχους (εξόδου)

• Οι μεταβλητές εξόδου είναι δυαδικές

• Παράδειγμα: επισημείωση φωτογραφίας



Συμβολισμοί
Έστω d το πλήθος των ανεξάρτητων μεταβλητών, Χ 
• Οι ανεξάρτητες μεταβλητές μπορούν να είναι ονοματικές ή 
αριθμητικές
Έστω q το πλήθος των ετικετών εξόδου
Έστω ένα σετ δεδομένων πολλαπλών ετικετών αποτελούμενο από 
m παραδείγματα εκπαίδευσης

Έξοδος:
Α. Ταξινόμηση: η διαίρεση του σετ ετικετών σε 
- ένα σχετικό (θετικό) υπο-σετ, και 
- ένα μη-σχετικό (αρνητικό) υπο-σετ για ένα παράδειγμα ελέγχου.
Β. Κατάταξη: η κατάταξη όλων των ετικετών ανάλογα με την 
σχετικότητά τους για ένα παράδειγμα ελέγχου 
Γ. Συνδυασμός των Α και Β
Δ. Υπολογισμός πιθανότητας σχετικότητας κάθε ετικέτας για 
ένα παράδειγμα ελέγχου 



Παραδείγματα εφαρμογών
• Ταξινόμηση κειμένων

– Ένα άρθρο πάνω στον μηχανισμό των Αντικυθήρων μπορεί να 
ταξινομηθεί σαν επιστήμη/τεχνολογία/ιστορία/πολιτισμός

–  Ένα επιστημονικό άρθρο πάνω στις συλλογικές μεθόδους 
μάθησης για εξόρυξη σε βιολογικά δεδομένα μπορεί να 
ταξινομηθεί σαν εξόρυξη βιολογικών δεδομένων /  συλλογική 
μάθηση

• Ταξινόμηση ήχου
– Ένα κομμάτι ταξινομείται ως προς την διάθεση, το ύφος, τα 

βασικά μουσικά όργανα, τον ρυθμό, την γλώσσα κλπ  

• Ταξινόμηση εικόνας
• Ταξινόμηση βιολογικών δεδομένων

– Ιεραρχίες οικογενειών πρωτεϊνών

• Επισημειώσεις σε ψηφιακά αντικείμενα στο web 2.0 από 
χρήστες

• Ταξινόμηση φαρμάκων
• Ιατρική διάγνωση
• Συσχέτιση καταναλωτών με πολλαπλές κατηγορίες 

προϊόντων από εταιρίες μάρκετινγκ



Αξιολόγηση example-based
• Έστω ότι 

– m το σύνολο των παραδειγμάτων ελέγχου

– Pi είναι το σετ των προβλεφθέντων ετικετών για το παράδειγμα xi

– Yi είναι το σετ των πραγματικών ετικετών του xi

• Εxact Match Ratio

= 1/5 * (1+0+0+1+0) = 2/5

• Oρθότητα: το ποσοστό των σωστά προβλεφθέντων  
 ετικετών προς το σύνολο των ετικετών   
 (πραγματικών & προβλεφθέντων) για το παράδειγμα  (μ. όρος για όλα

= 1/5 * (1/1 + ½ + 0/2 + 2/2 + 1/2) = 3/5  τα παραδείγματα)

• Ακρίβεια: το ποσοστό των σωστά προβλεφθέντων ετικετών προς το σύνολο 
των προβλεφθέντων τιμών του παραδείγματος (μ. όρος για όλα τα παρ/τα)

= 1/5 *(1/1 + ½ +0/1 +2/2 + 1/1) = 3.5/5

• Ανάκληση: το ποσοστό των σωστά προβλεφθέντων ετικετών προς το 
σύνολο των πραγματικών τιμών του παραδείγματος (μ. όρος για όλα τα 
παρ/τα)

= 1/5 *(1/1 + 1/1 +0/1 +2/2 +1/2) = 3.5/5

TRUE PREDICTED

1 A A

2 B A, B

3 B A

4 A, B A, B

5 A, B B



Αξιολόγηση label-based
Όλα τα γνωστά μέτρα αξιολόγησης μπορούν να εφαρμοστούν εδώ
A. για κάθε ετικέτα ξεχωριστά και μετά να υπολογιστεί ο μέσος όρος για όλες τις 

ετικέτες (macro-averaging)
B. Καθολικά για όλα τα παραδείγματα και όλες τις ετικέτες (micro-averaging)

Έστω ο διπλανός πίνακας σύγχυσης για την ετικέτα λj.

A. Υπολογίζω ορθότητα για την ετικέτα αυτή:
Ορθότητα =

Και για κάθε ετικέτα και παίρνω τον μέσο όρο για όλες τις ετικέτες (Μacro-
ορθότητα).

Β. Υπολογίζω το σύνολο (άθροισμα) των TPs σε όλες τις ετικέτες (ΤotalTPs), το 
σύνολο (άθροισμα) των TNs σε όλες τις ετικέτες (ΤotalTNs), το σύνολο 
(άθροισμα) των FPs σε όλες τις ετικέτες (ΤotalFPs), το σύνολο (άθροισμα) των 
FNs σε όλες τις ετικέτες (ΤotalFNs).

MicroΟρθότητα = (ΤotalTPs + ΤotalTNs) / (ΤotalTPs + ΤotalTNs + ΤotalFPs + 
ΤotalFNs)



Μάθηση

• Α. Μετατρέπω το πρόβλημα σε ένα η περισσότερα 
προβλήματα μάθησης μοναδικής ετικέτας

– Αυτή η προσέγγιση είναι ανεξάρτητη αλγορίθμου 
μάθησης

• Β. Πειράζω τον αλγόριθμο μάθησης ώστε να μπορεί 
να αντιμετωπίσει προβλήματα πολλαπλών ετικετών 
ευθέως. 



Μετατροπή του προβλήματος (1/5)

• Επιλογή μιας ετικέτας για κάθε παράδειγμα → Απώλεια 
πληροφορίας

– Της πιο συχνής (Max)

– Της πιο σπάνιας (Min)

– Τυχαία επιλογή (random)

• Διαγραφή των παραδειγμάτων     
 που έχουν πολλαπλές    
 ετικέτες 
– Μεγάλη απώλεια πληροφορίας



Μετατροπή του προβλήματος (2/5)

• Έστω το σύνολο ετικετών 

• Binary Relevance
– Κάθε ετικέτα θεωρείται μια δυαδική  

 μεταβλητή

– Πραγματοποιείται μάθηση κάθε ετικέτας  
 ξεχωριστά (ξεχωριστός ταξινομητής)

– Η έξοδος είναι η ένωση των διαφορετικών 
 ταξινομητών



Μετατροπή του προβλήματος (3/5)
• Αντιγραφή κάθε παραδείγματος πολλαπλής ετικέτας τόσες φορές 

όσες και το πλήθος των ετικετών του
• Σε κάθε εμφάνιση το παράδειγμα θα έχει μια ετικέτα από το 

αρχικό σετ ετικετών του
• Αυξάνεται ο αριθμός των παραδειγμάτων
• Μπορώ να αποδώσω βάρη στα αντιγραμμένα παραδείγματα, ίσα 

με 1/αριθμό αντιγραφών
– Αυτό απαιτεί την χρήση ταξινομητών που μπορούν να λάβουν υπόψη 

τους τα βάρη των παραδειγμάτων 



Μετατροπή του προβλήματος (4/5)
• Ανα ζεύγος ετικετών εκπαιδεύεται και ένα μοντέλο που να διακρίνει 

την μια ετικέτα από την άλλη

• Κάθε μοντέλο εκπαιδεύεται με τα παραδείγματα που έχουν 
τουλάχιστον μία από τις δυο ετικέτες, αλλά όχι και τις δυό 
ταυτόχρονα. 

• Συνολικά εκπαιδεύονται q(q-1)/2    
 μοντέλα, όπου q το συνολικό    
 πλήθος των ετικετών

• Δεδομένου ενός καινούριου    
 παραδείγματος,    
 πραγματοποιείται     
 κατάταξη των     αποφάσεων των 
μοντέλων και επιλέγονται οι ετικέτες με τις περισσότερες ψήφους 



Μετατροπή του προβλήματος (5/5)

• Συλλογική μάθηση: 
• Εκπαιδεύονται q μοντέλα, ένα σε κάθε επανάληψη, ένα για κάθε 

(δυαδική) ετικέτα.
• Το σετ των χαρακτηριστικών εισόδου επεκτείνεται και περιλαμβάνει 

και τις ετικέτες των προηγ. μοντέλων.
• Στην πρόβλεψη, οι μεμονωμένες αποφάσεις μεταδίδονται, 

εμπλουτίζοντας τον χώρο των χαρακτηριστικών 



Μετατροπή του προβλήματος (5/5)

• Συλλογική μάθηση: 
• Εκπαιδεύονται q μοντέλα, ένα σε κάθε επανάληψη, ένα για κάθε 

(δυαδική) ετικέτα.
• Το σετ των χαρακτηριστικών εισόδου επεκτείνεται και περιλαμβάνει 

και τις ετικέτες των προηγ. μοντέλων.
• Στην πρόβλεψη, οι μεμονωμένες αποφάσεις μεταδίδονται, 

εμπλουτίζοντας τον χώρο των χαρακτηριστικών 



Προσαρμογή του αλγορίθμου

• C4.5 πολλαπλών ετικετών (Multi-label C4.5)
– Κλασσική εντροπία (όταν έχω μια ετικέτα):

– N το πλήθος των τιμών της ετικέτας

– p(ci) η πιθανότητα η ετικέτα μου να πάρει την τιμή ci. 

– όταν έχω πολλαπλές ετικέτες:

– όπου p(ci) η πιθανότητα η ετικέτα μου να πάρει την τιμή ci. 

– και                           η πιθανότητα η ετικέτα μου να μην πάρει την 
τιμή ci.



Μάθηση πολλαπλών παραδειγμάτων και 
πολλαπλών ετικετών

Multi-instance & multi-label Learning

• Μια εικόνα συχνά περιέχει πολλαπλές περιοχές, και χρειάζεται 
διαφορετικό παράδειγμα για την αναπαράσταση της κάθε 
περιοχής.

• Ταυτόχρονα, η εικόνα μπορεί να ανήκει σε περισσότερες ετικέτες



MIML Learning

SISL

SIML

MISL



Μετατροπή σε Multi-instance



Μετατροπή σε Multi-Label

Σε κάθε σακούλα παραδειγμάτων  
εφαρμόζεται ομαδοποίηση (πχ k-
medoids clustering). Tα k κέντρα 
είναι τα χαρακτηριστικά του 
καινούριου μοναδικού 
παραδείγματος   
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