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Big data era 

Data is everywhere 

● Social networks 

● IoT devices/trackers 

● Smartphones 

● Data Lakes 

● Business 



Big data era (2) 



What’s really Big? 

● Data is big  

○ Crunching them is getting faster and faster 

○ More resources, bigger speeds, better algorithms 

● Heterogeneity dramatically increases complexity in executing a task! 

○ #runtimes, #datastores 

○ #resource configurations for deployment  

○ #input datasets  



What is really Big (2) 



Big data Challenge 

Big Data systems are harder to: 

● Design 

 

● Implement 

 

● Analyze 

Image from [HDFS] 



Modeling 

Why care about modeling (in big data settings)? 

1. How does my app behave deployed under x amount of resources? 

a. Best deployment combo/Maximize cost-efficiency balance 

b. Elastic scaling capabilities/properties 

c. Improve architecture/identify bottlenecks 

d. Multi-engine execution environments 

2. How does my app perform when consuming dataset(s) y? 

a. Finding good training set for ML tasks 

b. Quickly spot dataset(s) of high interest/maximize accuracy of insights 

c. Targeted exploration without manual search 



Content-Based Data Modeling for Analytics 

Operators 



Discovering the “right” data 

● A different type of challenge 

○ Input data plays a huge role in achieving workflow goal(s) 

○ Not size, but content relevance counts 

●  Examples: 

○ Content-based marketing, web advertising, recommender systems 

○ Healthcare (insurance, diagnosis, cost reduction) 

○ Risk/credit analysis, fraud detection 

○ Machine Translation 

○ …  



A marketer’s story 



Interesting info for (any) data analyst 

● What’s the expected output for a random (unseen) dataset?  

● Rank all available datasets  

● Which are the datasets that (for a given task): 

○ Maximize accuracy, minimize time/cost… 

○ Perform closest to a specific dataset 

● But without testing each one of them 

○ There are too many! 

● And what if I change my workflow/task? 

● New datasets arrive too (streaming mode) 

 



Dataset-driven analytics profiling 

● Predict operator performance over different input 

● Operator-agnostic 

○ Process largely independent of the analytics operators 

● Scales for very big #datasets 

○ Efficient + parallelizable process 

○ Incremental updates (for unseen datasets) 

● Extensible to other domains (graph data+operators now) 

● Open source system implementation 

 



Preliminaries 

Problem statement 

Given: 

1. Operator F 

2. Set of datasets D = {D1, D2, …, Dn} 

“Estimate the utility of each dataset Di ,1 ≤ i ≤ n, for the operator F.” 

or dually 

“Find an approximation of the operator’s output F when applied  

to all datasets Di, 1 ≤ i ≤ n.” 

 

 



Preliminaries 

Challenges 

● # of input datasets 
○ n operator executions → too expensive in cost + time 

○ Particularly for operators with high (computational) complexity 

● # of different operators 

○ Same datasets, different task applied 

○ Repeat from scratch for each new operator 

 



Methodology 

● Observation 
○ Similar datasets → similar operator 

outputs 

● Operator type: 

F : D→ℝ 

 

● Data properties: 

○ Statistical distribution 

○ Dataset size 

○ Tuple ordering 

 

● Operator categories: 

○ Aggregate functions (AVG, SUM, COUNT) 

○ Density based (DBSCAN, Local Outlier 

Factor) 

○ Linear Regression 

○ Spectrum (Eigenvalue estimation) 

○ Time-Series Forecast (Holt-Winters, 

ARIMA) 

 



Methodology Workflow 



Methodology 

Similarity Estimation - Distribution 

● Objective: quantify tuple-overlap among two datasets 

● Normalized Bhattacharyya coefficient 

○ Partition the tuple space (k-means partitioning) 

○ Count tuples cardinality for each partition for each dataset 

○ Estimate Bhattacharyya coefficient for each pair of datasets 

 



Methodology 

Similarity Estimation - Example 

 

 



Methodology 

Similarity Estimation - Example 

 

 



Methodology 

Similarity Estimation - Example 

 

 



Methodology 

Similarity Estimation - Example 

 

 



Methodology 

Similarity Estimation - Example 



Methodology 

Similarity Estimation 

Ordering 

 

Size 

 

And combinations: 

● Linear combination of different Similarity Matrices 



Methodology 

Dataset Space Projection 

● The similarity Matrix is useful, but: 
○ Grows quadratically with # of datasets 

○ Does not provide information at scale 

○ Visualization with heatmap 

● Idea: transform Similarity Matrix to a low-dimensional space 
○ Each point represents a dataset 

○ Similar datasets flock together in this space 



Methodology 

Dataset Space Projection 

● Optimization problem: 
○ Given the pairwise distances between different points, find a set of k-dimensional coordinates 

that preserves these distances 

● Solution: 
○ Eigenvalue optimization - Multidimensional Scaling (MDS) 

■ Estimates space dimensionality (based on eigenvalues) 

■ Estimates the set of coordinates 

○ Non linear solution - Sammon Mapping 

■ Starting off with a set of coordinates, slightly relocate points (datasets) to better fit the 

SM distances 



Methodology 

Dataset Space Projection - Example 



Methodology 

Modeling 

● Execute F(Di ) for a few datasets (e.g., 5% of them)  

 

● Train a Machine Learning classifier to approximate operator values 
○ 1-hidden layer Neural Network 



Methodology 

Key point: 

Dataset space construction is operator-agnostic. 

● We do not rely on operator output to create the space 

● Examined data parameters are much less than the applicable operators 



Let’s take a look 

https://youtu.be/Bl9M-K8uwXw  

https://youtu.be/Bl9M-K8uwXw
https://youtu.be/Bl9M-K8uwXw
https://youtu.be/Bl9M-K8uwXw


Evaluation 

● Open Source Prototype in Go  

● Experiments in private Openstack 

Cluster 

○ Intel Xeon E5645 @2 .40GHz, 96G RM 

● Evaluation 

○ Modeling accuracy 

○ Speedup 

● Accuracy metrics: 

○ NRMSE 

○ MdAPE 

● Space distortion 

○ Goodness-of-Fit 

○ Sammon Stress 



Evaluation 

Dataset spaces 



Evaluation 

Dataset spaces 



Evaluation 



Graph modeling 

Apply the same idea to different types of data 

● Let’s try graphs 
○ Similarity Metrics: 

■ Degree distribution (in different levels) + Size 

■ D-similarity 

■ Random Walk Kernel 

○ Operators from different classes 

■ Distance: {betweenness,edge betweenness,closeness} centrality 

■ Spectrum: spectral radius, eigenvector centrality 

■ Connectivity: PageRank 



Graph modeling - degree distribution similarity 



Graph modeling 
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Graph modeling 



Conclusions 

Modeling operator output 
○ Many operators, but only a few data properties 

○ Dataset spaces do make sense 

○ Accelerate data analysis workflows 

System is publicly available 
○ https://github.com/giagiannis/data-profiler 

https://github.com/giagiannis/data-profiler
https://github.com/giagiannis/data-profiler
https://github.com/giagiannis/data-profiler
https://github.com/giagiannis/data-profiler

